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Abstract Equilibrium climate sensitivity (ECS), defined as the long-term change in global mean surface air
temperature in response to doubling atmospheric CO,, is usually computed from short atmospheric
simulations over a mixed layer ocean, or inferred using a linear regression over a short-time period of
adjustment. We report the actual ECS from multimillenial simulations of two Geophysical Fluid Dynamics
Laboratory (GFDL) general circulation models (GCMs), ESM2M, and CM3 of 3.3 K and 4.8 K, respectively. Both
values are ~1 K higher than estimates for the same models reported in the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change obtained by regressing the Earth’s energy imbalance against
temperature. This underestimate is mainly due to changes in the climate feedback parameter (—a) within the
first century after atmospheric CO, has stabilized. For both GCMs it is possible to estimate ECS with linear
regression to within 0.3 K by increasing CO, at 1% per year to doubling and using years 51-350 after CO, is
constant. We show that changes in —a differ between the two GCMs and are strongly tied to the changes in
both vertical velocity at 500 hPa (wso0) and estimated inversion strength that the GCMs experience during
the progression toward the equilibrium. This suggests that while cloud physics parametrizations are
important for determining the strength of —a, the substantially different atmospheric state resulting from a
changed sea surface temperature pattern may be of equal importance.

1. Introduction

How sensitive is Earth’s surface air temperature to a change in radiative forcing? The answer to this question
is usually provided in terms of the equilibrium climate sensitivity (ECS), defined as the change in global mean
surface air temperature that arises once the physical climate system has equilibrated to a doubling of atmo-
spheric CO, (e.g., Knutti & Hegerl, 2008). Because the climate system requires millennia to reach equilibrium,
it is computationally expensive to estimate ECS with comprehensive climate models. As a result, various com-
putationally cheaper methods have been used to estimate ECS from shorter simulations.

One common method, detailed by Gregory et al. (2004), is to run the general circulation model (GCM) for
order of a hundred years under a fixed radiative forcing (F) and regress the change in the net downward
top-of-atmosphere radiative flux (N) against the change in surface air temperature (T), where it is assumed
that the energy balance at the top of atmosphere is satisfied by N = F — «T. The slope of this regression is
the climate feedback parameter, denoted as —a (in W m™2 K™'). The temperature intercept at N = 0 W m ™2
is the estimated ECS. This method, referred to here as the linear extrapolation (LE) method, was used to diag-
nose ECS in the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC-AR5)
(Andrews et al., 2012; Flato et al.,, 2013).

To date, few GCM:s are run for more than a thousand years under increased atmospheric CO, (Danabasoglu &
Gent, 2009; Gregory et al.,, 2004; Jonko et al., 2012; Li et al., 2012; Senior & Mitchell, 2000; Stouffer & Manabe,
1999, 2003) and only a few studies have investigated the change in —a as equilibrium is approached. Senior
and Mitchell (2000) and Gregory et al. (2004), for example, used millennial simulations of the HadCM model to
show that most of the change in —a occurs within the first few hundred years following an increase of CO,,
after which —a remains fairly constant. However, the GCM was still out of equilibrium at the end of these runs,
so it was not possible to determine the true ECS of either model. Indeed, when ECHAM5/MPIOM was run to
equilibrium (Li et al., 2012), —a abruptly increased after the model was already 80% to equilibrium. Thus, it
remains unclear if and how —a changes as the system approaches equilibrium, and over which time periods
the LE method provides accurate estimates of ECS.
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The results from two coupled climate models developed at the Geophysical Fluid Dynamics Laboratory
(GFDL) are used in this study: the GFDL CM3 (Donner et al., 2011; Griffies et al,, 2011) and the GFDL
ESM2M (Dunne et al., 2012, 2013). Both models participated in the Coupled Model Intercomparison Project
Phase 5. In this paper, we present two new multimillennial simulations of CM3 (4,800 years) and ESM2M
(4,430 years) following a 1% per year increase in atmospheric CO, to doubling. These long runs therefore give
us the opportunity to know the true ECS of both GCMs rather than relying upon techniques that estimate ECS
from shorter 150 to 300 year runs in which CO, has been quadrupled (e.g., Andrews et al.,, 2012, 2015; Armour,
2017; Geoffroy, Saint-Martin, Olivié, et al., 2013; Proistosescu & Huybers, 2017; Winton, Adcroft, et al., 2013).
These shorter runs have resulted in a range of estimates of ECS for these two models. For instance,
Andrews et al. (2012) applied the LE method to the first 150 years following an instantaneous quadrupling
of CO, and estimated ECS values of 2.4 K and 4.0 K for ESM2M and CM3, respectively. However, Winton,
Adcroft, et al. (2013) applied the LE method to the last 160 years of extended 300 year versions of these quad-
rupling of CO, runs to obtain much larger ECS estimates of 3.2 K and 4.6 K, respectively. Thereby raising the
questions of what is the true ECS of these models and over which time periods should the LE method be
applied? In section 3 we focus on the evolution of the top of atmosphere imbalance, N, and surface air tem-
perature, T, and accordingly —a, as the models approach true equilibrium in these new long runs, so to allow
us to evaluate time periods over which the LE method provides accurate estimates of ECS.

Despite the relative lack of forced millennial length runs of GCMs, numerous studies have now reported that
the magnitude of —a is not invariant for a particular GCM (Andrews et al., 2015; Armour, 2017; Armour et al.,
2016, 2013; Feldl et al.,, 2014; Frolicher & Paynter, 2015; Frolicher et al.,, 2014; Gettelman et al., 2012; Haugstad
et al, 2017; He et al., 2017; Kay et al., 2012; Knutti & Rugenstein, 2015; Meraner et al., 2013; Murphy, 1995;
Paynter & Frolicher, 2015; Rugenstein, Caldeira, et al, 2016; Rugenstein, Gregory, et al., 2016; Senior &
Mitchell, 2000; Trossman et al., 2016; Winton, Adcroft, et al., 2013; Winton, Griffies, et al., 2013; Winton et al,,
2010). These changes in —a have been largely attributed to changes in the sea surface temperature (SST) pat-
tern (e.g., Andrews & Webb, 2017; Andrews et al., 2015; Gregory & Andrews, 2016; Senior & Mitchell, 2000;
Williams et al., 2008; Zhou et al., 2016, 2017), changes in the ocean heat uptake pattern (Frolicher et al.,
2014; Gregory & Andrews, 2016; He et al,, 2017; Rose et al, 2014; Rose & Rayborn, 2016; Rugenstein,
Caldeira, et al., 2016; Rugenstein, Gregory, et al., 2016; Winton et al., 2010; Winton, Adcroft, et al,, 2013;
Winton, Griffies, et al., 2013), or changes in the type of forcing agent (Hansen, 2005; Marvel et al., 2016;
Paynter & Frolicher, 2015; Shindell, 2014; Shindell et al., 2010). A recent study by Haugstad et al. (2017) sug-
gests some synthesis between these views and demonstrates that regardless of the cause (i.e., differences in
ocean heat uptake pattern or differences in forcing agent pattern), the resulting change in SST pattern is ulti-
mately the determining factor of the changes to —a.

Although the changes in SST and sea ice concentration may be the driving influence of the change in —q, the
atmospheric response itself must ultimately be the result of a change in a radiatively active component of the
atmosphere (i.e., clouds, water vapor, and temperature structure). Indeed, several studies have linked change
in —a to change in the shortwave cloud feedbacks (e.g., Andrews et al., 2015; Haugstad et al., 2017; Paynter &
Frolicher, 2015; Senior & Mitchell, 2000; Williams et al., 2008). Despite this, much of the focus in the literature
thus far (Armour et al., 2016; Rose et al., 2014; Rugenstein, Gregory, et al., 2016; Winton, Griffies, et al., 2013)
has been on understanding the role of the ocean circulation change in determining the SST pattern. Only
recently have studies begun to focus on quantifying the influence of SST pattern upon the state of the atmo-
sphere in which the cloud feedbacks occur (Andrews & Webb, 2017; Ceppi & Gregory, 2017; Gregory &
Andrews, 2016; Rose & Rayborn, 2016; Silvers et al., 2017; Zhou et al., 2016).

This is not to say that there is a lack of literature on linking differences in cloud feedbacks to differences in
the atmospheric physics parameterizations. For example, studies have pointed to the importance of
convection schemes for determining the strength of atmospheric feedbacks (Sherwood et al., 2015,
2014; Webb et al., 2012, 2015; Zhao et al,, 2016). These studies have generally employed the philosophy
that each GCM can be represented by a single value of —a, and thus, the differences between the
GCMs can be defined by differences in the atmospheric physics parameterizations. Such an approach is
not problematic when all GCMs are forced with the same SST perturbations (e.g., Zhao et al, 2016).
However, in the case of coupled model runs, a difference in —a between two models will potentially be
the result of both differences in the SST pattern and differences in the atmospheric cloud
physics parameterizations.
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In section 4 we investigate the regional contributions to —a in the two multimillennial runs to show how the
evolving SST pattern influences the spatial pattern of various feedbacks. We also look at the evolution in the
spatial pattern of two metrics of importance for understanding changes in clouds; vertical velocity at 500 mb
(Awsgo) and estimated inversion strength (EIS). This primarily allows us to see how changes in the SST pattern
can be linked to changes in the atmospheric state, which in turn would explain changes in the cloud feed-
back pattern. Studies have shown (e.g., Bony et al., 2004; Bony & Dufresne, 2005; Brient & Bony, 2013) that
changes in wsqg over the tropical oceans can be a useful predictor of regional changes in the longwave cloud
radiative effect (LWCRE) and shortwave cloud radiative effect (SWCRE) resulting from middle and high cloud
cover changes. For example, an increase in upward vertical velocity (a negative change in wsq) is associated
with increased convection and thereby increased high cloud amount, which in turn indicates a negative
change in SWCRE and positive LWCRE.

Itis less apparent how important wsqg is in the middle and high latitudes, where convection plays a lesser role
in determining cloud behavior. In these regions, lower-tropospheric stability may be of greater significance.
For example, if SSTs in a particular region, such as the Southern Ocean, warm slower than the middle tropo-
sphere, the atmospheric stability will increase and induce a negative shortwave cloud feedback through
increased low cloud cover (Andrews et al., 2015; Senior & Mitchell, 2000; Williams et al., 2008). EIS (Wood &
Bretherton, 2006) has been used to connect changes in cloud feedbacks under climate change to vertical sta-
bility (Qu et al., 2015; Rose & Rayborn, 2016; Zhou et al., 2016). Wood and Bretherton (2006) proposed EIS as a
metric to explain the presence of stratocumulus cloud deck regions, such as those near the west coasts of
Peru and California. However, recent work (Andrews & Webb, 2017; Rose & Rayborn, 2016; Zhou et al.,
2016, 2017) has suggested that EIS can be applied in a more general sense over most ocean regions, as a
measure of how atmospheric stability alters low level cloud feedbacks as the ocean heat uptake pattern
(i.e., the SST pattern) evolves in response to forcing. Accordingly, in section 4 we investigate how useful
EIS and wsqg are for explaining the evolution in SWCRE and LWCRE as both models head toward equili-
brium (section 4.3). We propose the EIS-wsqg Space occupied by the two GCMs aids in understanding the
importance of SST pattern versus atmospheric physics parametrizations for determining differences in
—a (section 4.4).

2. Methods

CM3 and ESM2M share near-identical ocean models based upon GFDL MOMS5. This makes a comparison of
long runs between CM3 and ESM2M models especially interesting, as differences in the climate response
can be attributed to differences in their respective atmospheric models, AM3 and AM2.1. Because AM3
was developed from the code base of AM2.1, many components are either identical or only slightly different
(e.g., the planetary boundary layer, gravity wave drag, radiation, and cloud optics schemes). However, both
the stratiform and convective clouds schemes were significantly updated in AM3 compared to AM2.1
(Donner et al., 2011). AM3 also has a prognostic cloud droplet number scheme based upon aerosol activation
and a fully interactive chemistry scheme, neither of which were present in AM2.1. In this paper we do not
attempt to diagnose which of these changes are most important for the differing response of the GCMs,
although the very different cloud responses between the models that we document in section 4 point to
the importance of the aforementioned updates to the cloud schemes.

For both models, we prescribe atmospheric CO, to increase from a preindustrial level (286 ppmv) by 1%/yr
until doubling (572 ppmv), after which the CO, concentration is held fixed. We refer to these runs as the
2XS runs, the “S” to signify that CO, was increased at a slow rate rather than instantaneously. Note that unless
stated otherwise “year 1" refers to the first year in which CO, is constant.

We also make use of simulations with the same models in which CO, has been instantaneously quadrupled
(4X1). These simulations are identical to those submitted to Coupled Model Intercomparison Project Phase 5
but have been run for a further 150 years, making them 300 years long in total (Winton, Adcroft, et al., 2013).
Finally, we make use of an 11-member ensemble of 10 year 4XI runs of CM3. We also use companion 20 year
runs of AM2.1 and AM3 (the atmospheric components of ESM2M and CM3, respectively), in which CO, is
doubled or quadrupled, but SSTs are held fixed.

T is defined as the difference in global mean surface air temperature between the experiment (i.e., with all
radiative forcing agents other than CO, set to 1,860 levels) and a preindustrial control run (i.e., with all
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radiative forcing agents set to 1,860 levels). For example, T35 denotes the difference in temperature
between the experiment and control 350 years after CO, is fixed. The same convention also holds for the
top-of-atmosphere imbalance; N, Tgsst, and Nesst are defined as the difference between the fixed SST experi-
ments with and without the CO, increase, averaged over a 20 year period.

The progression to equilibrium of the 2XS runs is split into three time periods. For each period we estimate
ECS (i.e., TN = 0 W m™2)) and the radiative forcing F (i.e., (N(T = 0 K)) assuming that the —« obtained for that
period can be used to extrapolate the behavior of the model to the limits of N = 0 and T = 0. The first period
(P1) includes the increase in CO, and the first 10 years when CO, is constant (i.e., ATp; = T10). The next two
periods split the subsequent progression to equilibrium into two roughly equal AT changes (~1.0 K for
ESM2M and ~1.25 K for CM3). Period 2 (P2) covers years 11 to 350 after CO, is fixed (e,
ATp; = T359 — Tq1), and period 3 (P3) covers the years 351 to equilibrium (year 2500 for ESM2M and year
4800 for CM3).

During periods 2 and 3 (and other intervals when CO, is constant), it is possible to apply the LE method to
estimate ECS with —a defined as the gradient of the fit over that period. Due to the changing forcing, it is
not possible to use the LE method in period 1 to obtain —a. Instead, we extrapolate in N and T space between
the fully coupled GCM 10 years after CO, doubling is reached and the fixed SST version of the GCM in which
CO, has also been doubled. Hence, —ap, is defined as

ANpi — Nig — Nesst  Nio — N(T = 0K)

= — , (m
ATp1 Tio — Tsst T1o

—op

where T;gand N, are calculated as an average between years 1 and 20 (after CO, doubling is reached) of the
2XS runs and Tgsst and Nesst are the global mean change in T and N averaged over 20 years in the experi-
ments where CO, is doubled and SSTs are fixed. As detailed elsewhere (Hansen, 2005), the benefit of using
the fixed SST state is that it accounts for fast atmospheric adjustments in N due to increased CO,, not related
to changes in T. However, some surface warming does occur over land in the fixed SST experiments (~0.2 K
global mean per doubling of CO,), so Ngsst does not provide a true estimate of N(T = 0 K), hence explaining
the approximation term used in equation (1).

In some cases, for example, the regional analysis in section 4, when the LE method is not applied, we cal-
culate —a and its radiative components (e.9., —aswcre: —were) for P2 and P3 using the same technique
as for P1. That is, we calculate the ratio of AN (or one of its radiative components) to AT for that period
and define these delta values by differencing averages at the beginning and end of each period.
Specifically, if X is the variable of interest (i.e., T, N, LWCRE, SWCRE, LWCLR, SWCLR), in P2, AXp, is defined
as the difference between X at the end and beginning of that period, that is, AXp> = X350 — X70, Where Xiq
is the 20 year average between years 1 and 20 and X35¢ is @ 100 year average between years 300 and 399.
Likewise, AXps is defined as, AXp3 = Xeqg — X350, Where Xgq is a 100 year average about the year equilibrium
is reached. When —a and other variables are calculated using this method, we will denote it the end point
(EP) method.

Control drift is subtracted in all cases using companion preindustrial control simulations of the same length
as the 2XS experiment runs (Figure S1 in the supporting information). We use one of two methods to subtract
the control, depending upon the analysis performed. For each model, the drift is fitted with a fifth-order poly-
nomial (yellow line, Figure S1). CM3 has a much larger drift than ESM2M, especially during the first 2,000 years
(Figure S1). When presenting time series of global mean values in section 3, we use a polynomial to subtract
the control drift. However, for the regional analysis in section 4, when the EP method is applied, baseline drift
is accounted for by subtracting the equivalent time average in the control run. This is done for two reasons.
First, the polynomial fit was found not to be well constrained for individual latitude-longitude points. Second,
these control averages are over long enough time periods to make this technique of baseline subtraction
produce near identical global mean results to using the polynomial subtraction.

For the analysis in sections 4.3 and 4.4 EIS, in units of Kelvin, is defined by equation 4 of Wood and Bretherton
(2006) as

EIS = LTS — Tgs50(Z700 — LCL), (2)
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where LTS is the lower-tropospheric stabilty, defined as the difference in potential temperature at 700 mb
and at the surface (Klein & Hartmann, 1993), Tgsq is the potential temperature moist adiabat at 850 mb,
Z500 is the height at 700 mb, and LCL is the lifting condensation level. Hence, EIS is a measure of the
difference in potential temperature between the surface and 700 mb plus a correction for the moist adiabat
adjustment (assuming this is captured by the moist adiabat calculated at 850 mb) above the LCL.

3. Global Changes

ESM2M simulates T of 3.34 Kand N of —0.07 W m™2 by year 4300 (assessed as a 200 year average, open circles
Figure 1a). CM3 simulates T of 4.84 K and N of —0.09 W m~2 by year 4700 (Figure 1b). For ESM2M, T reaches
3.34 K by year 2500, after which it remains almost constant for the remaining 2000 years. To avoid fitting to
unforced variability, for the remaining analysis we only apply the LE method until year 2500. In CM3, T steadily
increases until year 4700. Therefore, we include the full 4,800 years in our CM3 LE analysis. The reason why
warming continues after N = 0 W m~2 is uncertain. ESM2M first simulates N less than zero (—0.02 W m™2)
in year 1700, when T is 3.29 K. CM3 first has an N less than 0 W m~2in year 2900 (—0.01 W m~?) when Tis
4.70 K. Because both GCMs reach a state of constant T with negative N, we consider the true ECS defined
by this stable state rather than N = 0 W m™2. By definition, the LE method estimates ECS as T when N = 0
W m™2 and therefore a perfect fit will underestimate the true ECS by ~1.5% (0.05 K) for ESM2M and by
~3% for CM3 (0.14 K).

The ECS estimated by applying the LE method to the first 150 years of the 4Xl runs (blue crosses in
Figures 1c and 1d, 2.4 K ESM2M, 4.0 K CM3 from (Andrews et al., 2012) fails to predict the 2XS ECS and is
biased relative to the true ECS by ~15-25%. Yet Figures 1c and 1d show a near-linear relationship between
N and T for the 2XS runs. Indeed, the LE method when applied to 4,800 years of CM3 and 2,500 years of
ESM2M (Table S1) gives R? values of 0.90 and 0.86, respectively. Accordingly, when applied to only the first
150 years (black and red points, Figure 1) after CO, is fixed in the 2XS runs, the method performs better than
in the 4XI case, although it still results in an underestimate of 8-12%, predicting an ECS of 3.06 K and 4.27 K
for ESM2M and CM3, respectively (Figures 1c and 1d and Table S1). Improved ECS estimates of 3.19 K and
463 K (both within 5% of the true ECS) can be obtained by fitting to years 51-350 (red and green points,
Figure 1). We found that fitting to longer or different periods provided only minimal improvements
(<0.1 K) to these estimates.

An informative way to view progress to equilibrium is to plot percent to equilibrium in N versus percent to
equilibrium in T (Figures Te and 1f). This highlights how much changes in N and T are removed from a 1:1 line
that would represent a constant —a at all times. We also investigate if the 4XI runs follow a similar pathway to
the 2XS if the assumption is made they have twice the equilibrium T of the 2XS runs.

Figure 1e shows that by the end of period 1 (10 years after CO, doubling), ESM2M is 43% to equilibrium in T,
but 72% to equilibrium in N. This implies that ESM2M has a far larger magnitude —a value (—2.0 W m—2K™")
during the time when CO, is increasing (in period 1) compared to the years when the model is under fixed
forcing (~—0.6 Wm ™2 K™, in periods 2 and 3). Therefore, ESM2M never follows the 1:1 line, which represents
a fixed —a value of —1.21 W m™2 K™ from forcing to equilibrium. For the 2XS run the LE method provides a
reasonably accurate estimate of ECS simply by virtue of —a being near constant once CO, is constant.
However, in the 4XI run, for the first ~50 years there is a substantial adjustment away from the 1:1 line to
follow the 2XS case, indicating a changing —a that will influence the accuracy of the LE method (also see
Figure S2 for 4XI N versus T plot and values in Table S2).

Figure 1f shows that CM3 behaves similarly to ESM2M and is 47% to equilibrium in T and 68% in N by the end
of P1. However, during this initial period CM3 warms more than ESM2M (2.3 K versus 1.4 K) and exhibits a
smaller magnitude —a (—1.1 W m™2 K™ versus —2.0 W m~2 K™"). This difference in —a during P1 while
CO, is increasing in the 2XS simulations accounts for 0.9 K of the 1.5 K difference in ECS between the
two models. Most of the remaining difference is due to CM3 having a smaller magnitude —a
(=051 W m™2 K" versus —0.56 W m~2 K™') as it heads toward equilibrium and being slightly more
out of balance at the end of period 1 (1.2 versus 1.0 W m~2). The eleven 10 year 4XI ensemble members
show that CM3 starts quite near the 1:1 line, while the longer 300 year 4XI run shows curvature in T and
N space toward the 2XS run.
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N, Wm2 Temperature, K or TOA imbalance, Wm2

Percent to Equilibrium in N

Figure 1. Tand N (each filled circle is a 5 year average and clear circle a 200 year average) for years since CO, is fixed in the 2XS experiments of ESM2M (a) and CM3
(b). N plotted against T (5 year averages) is shown for ESM2M (years 1-2500) (c) and CM3 (d). The LE method applied to years 1-150 and years 51-350 is shown along
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Our results demonstrate that the LE method can be applied to the 4XI runs to produce better predictions
of ECS than those in IPCC-AR5, provided the initial years (at least the first 20, preferably 50; see Table S2)
when —a changes are discounted. However, even when the LE method was applied to years 101-300, it
still estimated low ECS values of 4.3 K and 3.1 K for CM3 and ESM2M, respectively (Table S2). This is in
agreement with Armour (2017), where it was found applying the LE method to years 21-150 of a 4XI
run of CM3 results in an ECS estimate of 4.3 K. Proistosescu and Huybers (2017) applied a Bayesian statis-
tical method to the first 150 years of 4XI runs to attempt to account for uncertainty in ECS due to decreas-
ing —a, but this more advanced method also resulted in an underestimate of ECS for both CM3 (4.1 K) and
ESM2M (2.7 K). A similar underestimate was also found for a 4XI run of ESM2M using a different technique
of fitting a two box Energy balance model (2.6 K) (Geoffroy, Saint-Martin, Bellon, et al., 2013). Part of the
problem appears to be small (~0.1 W m~2 K™') multicentennial changes in —a once CO, is fixed, which
are not captured by the 300 year length of the 4XI runs. For example, the CM3 —a of —0.6 W m—2 K™’
for years 101-300 of the 4XI run predicts that the N equals 1.5 W m™2 seen in year 300 of the 4XI run will
result in 2.5 K further warming. Applying the 2XS —a for period 3 of —0.5 W m ™2 K~

mate 3 K further warming.

1
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Figure 2. Individual components of N plotted against T for the 2XS runs. The 2xCO, fixed SST runs are also shown. Lines indicate the fits calculated by the LE method
applied to years 51-350 (~P2).

While it is clear that the 2XS runs give more accurate estimates of ECS than the 4XI runs, the question can also
be asked whether the 2XS runs are more computationally efficient at reaching the best estimate of ECS
achieved by the 300 year 4XI run. In the case of CM3, Table S2 shows that the best estimate of ECS from
the 4XI run (4.3 K) is achieved by fitting over years 51-150. This is identical to the estimate produced by fitting
to years 1-150 of the 2XS run. In the case of ESM2M the best 4XI estimate of ECS (3.1 K) is achieved by fitting
years 101-300, the same value as achieved by fitting to years 1-150 of the 2XS run. Hence, in the case of CM3,
the 4XI run is slightly more computationally efficient at reaching the same estimate of ECS (after taking into
account that the 2XS case requires 70 years of each an experiment and control run before the LE method can
be applied). In the case of ESM2M, the 2XS run is clearly more efficient.

Figure 2 separates N of CM3 and ESM2M into individual radiative components which sum to equal N. This
allows the longwave and shortwave clear-sky (—a wc and —aswc) and cloud radiative effect (—awcgre and
-aswcre) to be estimated for different periods, akin to how —a is estimated (Table S3). The cloud radiative
effect (CRE) is calculated by calling the radiation code with and without clouds present. Therefore, a change
in —aywcre Or —aswcre can result from changes in cloud properties (e.g., optical depth, cloud amount, and
overlap) and changes in the properties of the climate system which alter the amount of radiation interacting
with clouds (e.g., water vapor, surface albedo, and atmospheric temperature). Our results demonstrates that
while CM3 and ESM2M reach the same —a in P2 and P3, they do so through very different contributions from
these individual components. The key differences are in —o wcre and -aswcre. We have applied the LE
method to years 51-350 (i.e., the time period seen best for estimating ECS ~P2), to see if there are longer term
nonlinearities in these individual components. For ESM2M the individual components are largely linear to
equilibrium, with perhaps a small upturn in SWCRE at 2.5 K of warming. CM3 on the other hand has a distinct
shift when 3.5 K of warming is reached. This change occurs around year 350 (i.e., the transition from P2 to P3)
and is highlighted by an increase in —aswcge, Which is almost perfectly balanced by a decrease in —a wcre
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Figure 3. The cumulative change in —a (y axis) versus cumulative change in fraction of AT (x axis), integrated from the South Pole to the North Pole for each period.
Each point represents the cumulative value up to each 30° latitude region. The change in y axis values between each pair of consecutive points represents the
contribution from that latitude region to global —a. Thus, the slope between each pair of points represents —ay of that region (see equation (4)). For example, green
points represent the cumulative values at 30°S and the green line —aggs _ 30s. The panels are sized to make —ay comparable between them. Color code: cumulative
value at 90°S—black (always zero), at 60°S—blue, 30°S—green, equator—red, 30°N—orange, 60°N—pink, 90°N—purple.

and —aswcir. Hence, the linear behavior seen in —a between P2 and P3 (i.e., years 10-4500) is actually due to
canceling nonlinear contributions. We discuss the magnitude and causes of these nonlinearities in more
detail in the next section.

4. Regional Changes
4.1. The Large-Scale Regional Contributions to —a

Following Armour et al. (2013) the area weighted contribution of an arbitrary longitude-latitude point (i) to
—a is a function of both the regional warming T;; and the regional feedback parameter value (—a;, ;, defined
as the ratio of AN; ;to AT; ):

Nion  Niat Nion  Niat AN, J ATIJ -I Nion  Niat
_P;;mwr =22 AT, AT T AT 2 2 MM ®
where global values are denoted by the lack of subscript and w;; is an area weighting which sums to unity
over the whole globe. To apply equation (3) to periods 1-3, we use the End Point method (see section 2).
To understand which regions are contributing to —a, we split the planet into six large-scale regions, each

of 30° latitude. We thus calculate —a from the zonal mean contributions as,
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where the k index refers to each 30° latitude region, numbered consecutively from 90°S to 90°N. We plot
(Figure 3) the cumulative contributions to —a, that is, — Zi:1 oxATwy /AT, against the cumulative contri-
bution to AT, that is, 2221 ATwy /AT. This allows us to determine which regions contribute most to —a
(change in the y value between two latitude points) and whether this contribution is due to local tempera-
ture change (change in the x value between two latitude points) or the value of —ay (the slope of the line
between two latitude points). For example, the total contribution to —a from 30°N-60°N in Figure 3a is
shown by the difference in y axis values between the orange and pink points. While the difference in x
axis values is the between 30°N-60°N contribution of AT,/AT and gradient of the pink line —azon_son-

Studies have highlighted two, nonmutually exclusive ways in which regional changes can alter —a. First, a
change in the warming pattern (i.e., AT,/AT in equation (3)) can place different weights on—ay, with the
—ay values themselves remaining constant (Armour et al., 2013). Second, the change in warming pattern
can implicitly alter the values of —a, (Andrews et al., 2015; Good et al., 2015; Paynter & Frolicher, 2015;
Rose et al., 2014). Our results in Figure 3 show that the decrease in the magnitude of —a from period 1 to per-
iod 2 results largely from changes in -a, (gradient of the slope between points) rather than changes in the
weight each region contributes to AT (distribution of points along the x axis). If the —ay values from period
1 were to remain constant across periods 2 and 3, then —a would actually increase rather than decrease in
magnitude. Despite both models reaching similar —a values in periods 2 and 3 (hence the success of the
LE method), it is interesting to see, especially for CM3, that the regional contributions vary substantially.
For instance, in CM3 during period 3, —a, for 60-30°S (green segments in Figure 3c) actually becomes posi-
tive, while —ay for 0-30°N (orange segment) increases in magnitude compared with period 2. In the next sec-
tion we seek to understand more details about the spatial structure and radiative components that lead to
these differences seen between the models and periods in Figure 3.

4.2. The Spatial Structure of —a

In Figures 4a-4f we show the spatial pattern of AT;; for ESM2M and CM3. For both GCMs the main difference
between the periods is the shift from the majority of the warming being over land, high northern latitudes
and over the tropical ocean in P1 to being over the middle and high latitudes in both hemispheres in P2 and
P3. The geographic pattern of the contribution to -a (i.e., AN;;/AT in equation (3)) that results from these
different warming patterns is also shown in Figure 4. A positive value of —a or AN; /AT indicates increased
downward flux and thus a positive radiative feedback. The global mean values (i.e.,, —a) are shown in the
figure subtitles. Most of our discussion will focus on changes over tropical and midlatitude oceans in
SWCRE and LWCRE. This focus should not imply that the polar regions or clear-sky terms are not also impor-
tant. Rather, looking at the regions that make the most significant contributions to the changes in —a allows
the discussion to be more focused. The reader interested in the contribution to —a from all regions may find
Table S4 useful, in which we split the contribution for each period into all land, polar ocean, midlatitude
ocean, and tropical ocean regions. We also note that values in this section are calculated with the EP
method. For periods (P2 and P3) where both the LE and EP methods have been applied the results are near
identical, which can be seen by comparing the captions in Figures 4, 5, and S5 (EP method) with values in
Tables S1 and S3 (LE method).

Differences in AN;;/AT shown in Figure 4 are primarily driven by similarly large changes in the contribution
from the respective spatial patterns of ASWCRE; /AT and ALWCRE; /AT (Figure 5) (for i,j quantities the normal-
ization by AT (global mean temperature change) can be assumed in the proceeding text but will be dropped
for ease of notation).

In P1, ESM2M has a considerably larger magnitude of —a than CM3 (—2.0 W m™2 K™ versus —1.0 Wm ™2 K™,
values from Figure 4), exhibiting a greater negative contribution from nearly all ocean regions (compare
Figures 4g and 4j). Globally, of the components contributing to —a in P1, the most significant difference
between the models is the +1.0 W m™2 K™ difference in —aswcre (—0.9 W m™2 K~ ESM2M versus
+0.2 W m™2 K™' CM3, Figures 5a and 5d), much larger than those associated with the other terms
(<03 W m™2K™"; Figures 5 and S4). This is mainly related to ESM2M having a strongly negative ASWCRE;;
pattern in numerous midlatitude and tropical ocean regions (Figuere 5d and Table S4). In these same regions,
CM3 (Figure 5a and Table S4) either exhibits positive ASWCRE;; (e.g., the northwest Atlantic Ocean) or weaker
negative ASWCRE;; values (e.g., the Southern Ocean) than ESM2M. However, in some tropical regions, such as
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Figure 4. The pattern of AT;; in each of the periods for CM3 (a-c) and ESM2M (d-f). The panel subtitles show the global mean value of AT for each period. The
corresponding pattern of AN;;/AT for each period is shown for CM3 (g-i) and ESM2M (j-I). The global mean of AN/AT (i.e,, —a) is shown in the figure subtitles. All
values are calculated with the end point method.

the Indian Ocean and Indonesian warm pool, areas of negative ASWCRE;; in ESM2M are canceled out by
opposing ALWCRE;; values (Figure 5g). In fact, the tropical ocean region contribution to —a from the ACRE
(ASWCRE + ALWCRE) in ESM2M is only slightly negative (Table S4, —0.1 W m™2 K~'). CM3 does not have a
similar cancelation in the tropics between ALWCRE and ASWCRE (Figures 5a and 5g), both remain positive,
resulting in the contribution to —a over tropical oceans from the CRE of +0.4 W m~2 K™ (Table $4). In
summary, of the 1.0 W m™2 K™' difference in —a between the models in P1, roughly half is due to
the aforementioned difference in the tropics and half is due to a stronger negative SWCRE seen over
midlatitude oceans in ESM2M (Table S4).

In P2 (years 11-350), ESM2M and CM3 have quite similar —a values (~—0.6 W m~2 K™"). Likewise, in P2 both
exhibit somewhat similar patterns of AN;; (Figures 4h and 4k), with weaker negative, and even some positive,
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Figure 5. The change in ASWCRE; /AT for CM3 (a-c) and ESM2M (d-f), (where AT is the global mean surface air temperature change for the associated period). The
same is shown for ALWCRE; /AT (g-1). The global mean change in ASWCRE/AT (i.e.,, —aswcgre) or ALWCRE/AT (i.e., —aywcre) is shown in the figure captions. All
values are calculated using the end point method detailed in the text.

values (e.g., areas of the north Atlantic and Southern Ocean) compared to P1.In nearly all ocean regions, CM3
tends to have a uniformly positive ASWCRE;; (Figure 5b). The same is also the case for ESM2M in the
midlatitudes, but over much of the Indian Ocean and western Pacific ESM2M exhibits a negative ASWCRE;;
that was also seen in P1 (Figure 5e). These two negative regions canceling out the positive ASWCRE;;
elsewhere in the tropics and midlatitudes are key to ESM2M having a of near zero -oaswcgre
(=0.1 W m™ K™"). In CM3, the Indian Ocean and western Pacific have opposite signs of ASWCRE;; and
thus overall the positive values of ASWCRE;; in the subtropical and midlatitude oceans dominate, resulting
in a positive global —aswcre (+0.5 W m~2 K™'). The strong cloud response in the tropics of ESM2M
compared to CM3 also lead to it having larger regions of positive ALWCRE;; resulting in -aywcge of
+0.4W m~2 K" compared to 0.0 W m ™2 K™' (compare Figures 5h and 5k). Thus, despite ESM2M and CM3
having very different patterns of ASWCRE;; and ALWCRE;; in P2, the cancelations between the patterns in
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Figure 6. The over ocean change in AEIS; /AT (a—c), percentage low cloud amount (ALC,-J/AT) (d—e), vertical velocity at 500 mb (Aa)500”./AT) (g-i), and percentage
middle plus high cloud amount (AMHC; /AT) (j-I) for CM3 for each period. All values are annual averages.

the tropics coupled with both models having positive ASWCRE;; in the subtropics/midlatitudes result in
similar —a values of —0.6 W m™2 K™,

During P3 (year 351 to equilibrium), both models maintain similar —a values to P2. In the case of ESM2M the
contribution of the individual —a components also remains largely the same as P2 (Figures 5 and S4). This is
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not the case for CM3, which shows decreases in —agwcr (from +0.8 to +0.3 W m™2 K™") and —ay wcre (from
+00t0 —03Wm2K™") balancing a large increase in —aswcge (from +0.5to +1.3 W m~2K™ ). Figure 2 high-
lights these changes, by showing that the LE method fitted to the individual SWCLR and SWCRE components
over years 51-350 (~P2) does badly at predicting future behavior of CM3 in P3. The large increase in —aswcre
results from an almost universal pattern of positive ASWCRE; ; in P3 (Figure 5¢), with the exception of the cen-
tral tropical Pacific. This strong ASWCRE;; is somewhat mitigated in the tropics by a corresponding region of
negative ALWCRE;; (Figure 5i) over the Indian Ocean and central Americas. In line with the similar global
averages, the ASWCRE;; and ALWCRE;; patterns for ESM2M look very similar to P2 (Figures 5f and 5I).

4.3. How Changes in EIS and wsgo Relate to Changes in Cloud Radiative Effect

Figures 4 and 5 show that understanding the changes in —a between the models and periods involves
decoding a complex pattern of changes in both the ALWCRE and ASWCRE. In this section, we investigate if
these patterns can be understood by using AEIS;; and Awsqg;, j to represent changes in atmospheric state
important for cloud changes. The annual mean patterns of AEIS;; and Awsq;, j are shown for CM3 (Figure 6)
and ESM2M (Figure 7) along with accompanying percentage change in low cloud (defined between 1000-
680 mb) amount (ALC;) and middle plus high cloud (defined between 680 mb and 50 mb) amount
(AMHCG;)). All four metrics are per kelvin of global mean air temperature change for the respective period
(i.e., the same normalization as performed for all results presented previously in section 4.2). We choose
low and middle plus high cloud amount to help better understand which clouds and therefore which metric
best explains the ASWCRE;; and ALWCRE;; patterns of Figure 5.

For both models and over all periods, ASWCRE;; (Figures 5a-5f) in the extra tropics and midlatitudes is largely
related to changes in low cloud amount (Figures 6d-6f and 7d-7f). The salient result is the negative ALC;; in
P2 to P3 and positive ALC;;in P1 matching the corresponding changes in ASWCRE;;. In the tropics, mainly the
AMHC;; alters ASWCRE;; and the opposing ALWCRE;;, but there is some mediation from ALC;;, especially for
ESM2M in P1 in the tropical stratocumulus regions and over the central Pacific Ocean (e.g., compare Figure 7d
to Figure 5d). While we focus on changes in cloud amount, it is important to note that changes in LWCRE and
SWCRE are also influenced by changes in other metrics that we do not analyze here, such as cloud optical
thickness and cloud height. It is possible that changes in these metrics can offset or reinforce some changes
seen in cloud amount.

The key results of Figures 6 and 7 are that the pattern of ALC;; is predominately captured by that of AEIS;, and
AMHC;; by that of Awsqg;, ;. Focusing firstly on EIS, in many tropical and midlatitude regions, AEIS;; shifts from
positive in P1 to negative in P2 and P3.In P1 the pattern of AEIS;; in both models is similar (Figures 6a and 7a),
with the strongest increases in AEIS;; being associated with the stratocumulus regions, but with notable
increases over the Southern Ocean and north Atlantic Ocean as well. The main difference between the
two models in P1 is that the magnitude of AEIS;; in ESM2M is greater at some locations. This difference is less
apparent in P2 and P3.

For many regions AEIS;; is a good indicator of the sign and magnitude of ALC;;. This is especially the case for
ESM2M in stratocumulus regions (compare Figures 7a and 7d) in P1, confirming previous work (e.g., Grise &
Medeiros, 2016; Qu et al,, 2015). In P2 and P3 the negative AEIS;; in large areas of the midlatitudes and sub-
tropics for both models coincides with areas of decreased low cloud amount (Figures 6 and 7b, 7¢, 7e, and 7f).
These results imply that EIS is a useful metric in many regions for capturing the change in atmospheric state
associated with ASWCRE;; switching from negative to positive between periods (as shown in Figure 5). Hence,
it also provides support for the idea that EIS may be a useful metric outside of stratocumulus regions for
understanding changes in CRE associated with changes in —a (Rose & Rayborn, 2016; Zhou et al., 2016).

However, over the Southern Ocean in P1 ESM2M and CM3 show a marked and fairly uniformly positive AEIS; ;.
This is also accompanied in most areas by positive ALC;;, but the areas of strongest AEIS;; and ALC;; do not
always match up, with the biggest increase in cloud cover being generally to the south of the biggest
increase of EIS (compare Figures 6a-6d and 7a-7d). In other regions the sign of AEIS;; and ALC;; does not
match, for example, the Northern Pacific in P1 for both GCMs and for ESM2M the South Pacific in P2. As
we will discuss in the next section, some of these differences can be explained by ALC being codependent
upon AEIS and Awsgo.
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Figure 7. As in Figure 6 but for ESM2M.

In general, Awsqg is a good predictor of both the sign and magnitude of the change of middle plus high cloud
in all three periods, which is also consistent with previous work (e.g., Bony et al., 2004; Brient & Bony, 2013;
Webb et al, 2015). It captures the key differences seen in AMHC;; over the Indian Ocean and Pacific warm
pool, which can be related to ESM2M favoring more negative Awsqg; | (i.e., increased upward motion) and
CM3 more positive Awsgo;, j values. Thus, this shows that different strengths of ASWCRE;; and ALWCRE;;
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Figure 8. The color of the squares represent the bin averaged monthly percentage change in low cloud cover (a—c) normalized by change in global mean surface air
temperature (i.e,, ALC;;/AT). These values are binned by Awsqo,,. /AT and AEIS; /AT for midlatitude ocean regions (60°5:30°S and 30°N:60°N). The black outlined
squares represent bins that occupy more than 1% of the total surface area of this region. The regional mean Northern Hemisphere (triangle) or Southern Hemisphere
(circle) values of AEIS —msqg are shown. The color of the circle or triangle represents the regional mean change in ALC; /AT. (e-f) The same as (a—c) but for middle
plus high cloud (i.e., AMHC; /AT). (g-1) Same as (a—f) but for ESM2M.

seen in these regions in Figure 5 are associated with differences in the strength of the convective responses
between the GCMs. The main region where Awsgg; j works less well is the Southern Ocean in CM3
(Figures 6g-6l) for all three periods, where the Awsqg;, ; changes are patchy, but the AMHC;; decrease is
near uniform.

4.4, Representing Changes in Cloud Radiative Effect as a Function of Awsoo-AEIS Space

In the previous section we demonstrated that both Awsgo and AEIS are useful, but not perfect, metrics for
relating changes in atmospheric state to respective changes in AMHC and ALC. Latitude-longitude plots
make it difficult to quantify and compare the strength of these relationships. Furthermore, they may also hide
interesting codependencies of either AMHC or ALC on both Awsgg and AEIS. We propose that one way to bet-
ter capture the change of atmospheric state between models and between periods is to plot AMHC and ALC
in Awsoo-AEIS space. We employ a technique similar to that developed by Grise and Medeiros (2016), and for
each period, we plot the monthly averaged percent change in cloud amount as a function of binned values of
monthly averaged AEIS and Awsgo. These results are shown in Figures 8 and 9. For each period, we calculate
Awsog;, jand AEIS;; as monthly averages at every ij point and place these into bins of 1E—-3 mbs~" K™" by
0.25 K K. For a particular bin, the color represents the average of all of the ALC;; or AMHC;; values (in
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Figure 9. Same as Figure 8 but for the tropical ocean region (30°S:30°N).

units of %K') in that bin. However, as it is unclear how many points occupy a particular Awsoo-AEIS bin, we
highlight with black boxes bins that contain more than 1% of the surface area (a more detailed distribution
plot is shown in Figure S5). We also plot in the figures the average value of Awsgo-AEIS for the Northern
(triangle) and Southern (circle) Hemispheres, where the color is the regional average change in ALC or AMHC.

Additionally, Awsgo-AEIS plots provide a useful visualization to help differentiate between two possibilities:
whether a change in cloud amount results from a change in atmospheric state or a difference in cloud
response to the same atmospheric state. To demonstrate this, we consider three idealized situations. First,
if Awspo-AEIS space were a perfect predictor of cloud amount change and made identical predictions for both
models, then a particular Awsno-AEIS bin in Figure 8 would always have the same change in either low or
middle plus high cloud amount associated with it. Therefore, a difference in cloud amount change between
models or periods would be the result of a change in the distribution of atmospheric states (e.g., for low
cloud, which bins are highlighted in black boxes in Figure 8 would change, but the color of a particular bin
would remain the same across Figures 8a—8c and 8g-8i). Therefore, the contribution of cloud amount change
to —a would be caused by an atmospheric state change. In the second idealized situation, Awsgo-AEIS space
is a perfect predictor of cloud amount change for each model but differs between models (e.g., for low
cloud, the color of a particular bin for Figures 8a—8c would be identical and so would Figures 8g-8i, but
Figures 8a-8c and Figures 8g-8i would not be identical to each other). If this were the case, the difference
in the contribution of cloud amount change to —a between two models would be the result of different
responses of cloud schemes to the same atmospheric state. In the third idealized situation, Awsgo-AEIS
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space is not a perfect predictor for either one of the models (e.g., for low cloud, the color of a particular bin
for panels Figures 8a-8c or Figures 8g—8i would be nonidentical). This situation would indicate that cloud
amount change is not fully captured by Awsgo and AEIS. Hence, ambiguity about which particular changes
in the atmospheric state are important for determining the changing cloud amount.

One could expect that the response of both models will to some degree resemble this third idealized
response. Clouds in a GCM are ultimately the result of a complex array of 3-D variables; we are attempting
to sufficiently capture these variables using only two 2-D proxies. Hence, one aim of our analysis is to deter-
mine if any useful predictability results from using Awsgo-AEIS space (i.e., behavior resembling the first two
idealized situations).

Figure 8 does indeed highlight some limitations of using Awsgo-AEIS space for capturing cloud amount
change. Namely, the relationship between Awsgo-AEIS space and ALC or AMHC does change for the same
model between periods (e.g., compare the ALC for same bins between Figures 8a and 8c). Thus, this
implies that Awspo-AEIS is not fully capturing all of the changes in the atmospheric state related to cloud
changes. In addition, the sign of AEIS or Awsgg does not always agree with that expected for ALC or
AMHC. For example, in Figure 8c there are bins where ALC is negative, even when AEIS is positive. The
same can also be seen for Awsggp and AMHC, where for both models, slightly negative Awsgg values are
associated with negative AMHC (e.g., Figure 8d). This has implications for the interpretation of the regional
mean changes too. For instance, in Figure 8j the average Northern Hemisphere Awsgg (triangle) is nega-
tive, but on average AMHC decreases.

However, both CM3 and ESM2M exhibit a clear dependence of ALC and AMHC on Awsgo and AEIS that
allows us to draw some useful inferences. Most importantly, Figure 8 confirms for both models that the
key driver of the change in —a between P1 and P2-P3 (the decrease in low cloud amount over midlati-
tude oceans) is the result of a change in atmospheric state. Specifically, that the positive midlatitude
values of ALC in P1 and subsequent negative values in P2 and P3 in both models is accompanied by a
shift of AEIS from positive to negative. This is shown in Figure 8 by shifts in both the Awsgo-AEIS bins con-
taining more than 1% of points (i.e., squares with black surround) and also by the regional mean values of
Awsgo-AEIS (circles and triangles).

Figure 8 indicates that for the same AEIS and Awsq, state, the two models behave differently, which as dis-
cussed above is an indication of the cloud physics schemes responding differently to a similar change in
atmospheric state. The key difference is that for positive AEIS values, ESM2M increases low cloud more than
CM3. Thus, while the distribution of Awsge-AEIS space occupied by the models is similar (Figure S5 and black
squares in Figure 8), ESM2M increases low cloud more in P1 and decreases it less in P2 and P3 for these states
(i.e., behavior similar to that described for the second idealized case). Thereby, this signifies that the more
negative values of ASWCRE in the midlatitudes (especially in P1) seen in ESM2M compared to CM3
(Figure 5, Table S4) are partially due to differences in the strength of cloud response to a similar change in
atmospheric state.

Two key codependencies between Awsog and AEIS are also shown in Figures 8 and 9. First, for the same AEIS
the strength of the low cloud response is mediated by the strength of Awsgg (perhaps best seen in Figure 8a).
A behavior that makes sense in regions where changes in ALC are controlled by shallow convection, and
therefore Awsgo combined with AEIS, might be a better reflection of what changes in the environment
impact cloud changes. In the midlatitudes, both models show this behavior (Figure 8). In the tropics
(Figure 9) this is not the case for CM3, and ALC is largely independent of Awsqo. However, at larger
magnitudes of Awsgo, ALC is anticorrelated with AMHC.

The first codependence has a bearing upon how regional mean AEIS and Awsgg values relate to regional
mean changes in cloud amount. For example, in P1, the regional mean Northern Hemisphere ALC in
ESM2M (triangle, Figure 8g) is negative, but mean AEIS is positive and mean Awsgg negative (both indicators
of increased low cloud). Similarly, for the Northern Hemisphere in CM3 (triangle, Figure 8a), despite a near-
zero mean AEIS and Awsgq, the mean ALC is strongly negative. Both these results can be attributed to the first
codependence and specifically bins of positive AEIS and Awsgo having negative ALC values (best seen in top
right quadrant of Figures 8a and 8g). The impact of these anomalous points is that the regional means of AEIS
and Awsgg May not be such a useful guide to the mean ALC.
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The second codependence is that the magnitude of AMHC is altered considerably by AEIS. In general, the
more negative AEIS values are associated with a greater AMHC values and vice versa. This is most likely
because AEIS is a measure of the stability of the lower atmosphere, and thus, for two atmospheres with iden-
tical Awsgo, the one with the less stable lower troposphere (i.e., more negative AEIS) will see the largest
impact on convection and thus the largest cloud changes. Interestingly, both GCMS show this codependence
in the tropics (Figure 9), but in the midlatitudes (Figure 8) only CM3 shows this.

There are three key results for the tropics shown in Figure 9 that help us understand the differences in SWCRE
and LWCRE between the two models in P1. First, ESM2M for the same positive AEIS states has a stronger posi-
tive ALC response than CM3 and additionally the regional mean AEIS values are higher than in CM3 (compare
Figure 9a to 9g). This means that on average, ESM2M increases low cloud in the tropics, while CM3 decreases
it. Second, ALC in the tropics in CM3 is highly anticorrelated with AMHC (compare Figure 9a to 9d). This is not
the case in ESM2M, where the two are largely independent (compare Figure 99 to 9j). The third result is that
CM3 has more negative AEIS-Awsgg states than ESM2M (i.e., in the bottom left quadrant, indicating decreas-
ing ALC and increasing AMHC). The first result suggests that the large difference in ASWCRE between the two
GCMs in P1 (Table S4) can be partially explained by the different low cloud response in the tropics. But the
second and third allow us to understand how, despite on average having negative ALC and AMHC, CM3 still
has a positive ALWCRE averaged over the tropics. This is because replacing low cloud with high cloud will
make ALWCRE positive but will not significantly alter ASWCRE, thus, allowing for the possibility of a posi-
tive ALWCRE despite an overall decrease in cloud amount. Alternatively, in ESM2M, where middle and high
cloud is not replacing low cloud, an increase in tropical middle and high cloud (as is the case in P1) will
also lead to an opposing negative ASWCRE which counteracts the positive ALWCRE. As noted earlier, this
ability of CM3 to have additive tropical SWCRE and LWCRE and ESM2M canceling results in 0.5 W m™2 K™
of the 1.0 W m™2 K" difference between the GCMs in P1 (Table S4).

For CM3, the tropical contribution from ASWCRE and ALWCRE to —a in P2 and P3 is largely the same as in P1
(Table S4). This is reflected in the Awsgo-AEIS space occupied between these periods also staying quite similar
(Figures 9a-9c). The same largely holds true for ESM2M. However, the key exception is that in both hemi-
spheres, the regional mean AEIS shifts from positive (P1) to neutral (P2-P3) (Figures 9g-9i). Thus, in many
regions, ALC values that were positive in P1 shift negative (which can also be seen in the spatial pattern of
ALC in Figures 7d and 7f). This is at least partially responsible for the —0.3 W m~2 K~' change in the tropical
contribution to —aswcge in P2 and P3 compared to P1 (Table S4). Through the “second” codependence, a
decrease in AEIS also alters the AMHC response, making AMHC greater for the same Awsgo. This result
may explain how ESM2M is able to keep the same ALWCRE (~0.2 W m~2 K™") from the tropics in P1 through
P3, despite the regional means of Awsgg being smaller in P2 and P3 compared to P1.

5. Discussion and Conclusions

The fact that —a is almost constant for the majority of the multimillennial 2XS runs allows for highly accurate
estimates of ECS by applying the LE method between years 51 and 350. Therefore, a minor modification to
the IPCC-AR5 method of obtaining ECS yields improved results for these GCMs. However, we stress that
our results are model dependent and other multimillennial GCM runs show changes in —a on longer time-
scales once CO, is fixed (Li et al, 2012; Rugenstein, Gregory, et al., 2016) than we see for either of the
GCMs investigated here. It is clear from our analysis and other work (Andrews et al., 2015; Gregory &
Andrews, 2016; Williams et al., 2008; Winton et al., 2010; Winton, Griffies, et al., 2013) that the evolution of
the SST warming pattern is important for determining the evolution of —a. Thus, the fact that there is a similar
SST warming pattern between P2 and P3 in the case of both models (Figures 4b, 4c, 4e, and 4f) might explain
why —a also remains near constant. Meanwhile, the spatial heterogeneity of the SST pattern seen for P1
(Figures 4a and 4d) favors a much larger magnitude of —a.

If the evolution of —a is tied to that of the SST pattern, the problem becomes one of understanding how
these different patterns lead to such different values of —a. Several recent studies have highlighted the
importance of cloud processes for understanding the spread in —a between climate models, investigating
both the impact of choices made in the convective parameterization (e.g., Bony et al,, 2015; Sherwood
et al, 2014; Webb et al.,, 2015; Zhao et al.,, 2016) and phase partitioning of condensed water in clouds
(McCoy et al., 2016; Storelvmo et al., 2015; Tan & Storelvmo, 2015). However, such studies are concerned
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with how —a varies between GCMs and generally will represent a single GCM with a single —a value. Our
results show that a single GCM can have multiple —a values depending upon the atmospheric state at the
time when the GCM is assessed. Additionally, the range in —a for a single GCM is comparable to the spread
in —a seen between GCMs. Therefore, when attributing intermodel differences in —a to differences in atmo-
spheric physics parametrizations, the impact of the range of atmospheric states resulting from different SST
patterns should also be accounted for.

Plotting AEIS and Awsog demonstrates this significant range of atmospheric states that both GCMs experi-
enced as they progressed toward equilibrium (Figures 6-9). Furthermore, the combination of AEIS and
Awsqo is useful to differentiate the causes of a change in cloud amount. To first order, a difference in the
change in cloud amount between two models for the same AEIS and Awsqg state is an indication that their
cloud schemes respond differently to a similar atmospheric state. Likewise, a difference in the distribution
of AEIS and Awsgg states between two models is indicative that the atmospheric state, driven by the SST pat-
tern, is an important factor. This is, of course, an idealized perspective, and our results demonstrated that
changes in neither EIS or Awsqq are perfect proxies for the cloud changes seen in either GCM. That consid-
ered, we would still argue that plotting the response of a GCM to radiative forcing in AEIS and Awsgg space
offers significant insight into why two GCMs have a different —a values.

For instance, one of the major differences between the GCMs is that in P1, ESM2M has an —a of
—20Wm 2K "and CM3 -1.0 W m 2K ". In the midlatitudes and tropics ESM2M both increases EIS more
and has a greater sensitivity to changes in EIS than CM3 does. This, coupled with a similarly greater sensitivity
to decreasing wsqg in the Northern Hemisphere tropics, leads ESM2M to have a much stronger increase in
both low and middle plus high cloud than CM3 does. Both findings suggest that the most important factor
for determining —a in P1 are differences in the atmospheric physics schemes between the two models.

The other main result of this study is the decrease in —a to a very small value (~—0.5-0.6 W m~2 K™ ') that
both GCMs experience in P2 and P3. This decrease can be traced to a decline in atmospheric stability in
the midlatitudes, which in turn is associated with decreased low cloud amount. Like in P1, the tropical
responses of the models are very different, with ESM2M maintaining a large area of negative ASWCRE
associated with increased convection, while CM3 generally decreases both middle plus high and low cloud
resulting in mainly positive values of ASWCRE. However, despite these extremely different cloud responses,
due to cancelation between ALWCRE and ASWCRE, both models in P2 and P3 reach a similar near zero ACRE
contribution from the tropics. Hence, it is the decrease of low clouds in the mid-latitudes that is primarily
responsible for the similar —a reached by both models in P2 and P3. This implies that the change in atmo-
spheric state of the midlatitudes, driven by similar SST patterns between the two models, is the most signifi-
cant factor at play here.

Finally, it is worth considering the possible broader consequences of the results presented here. We briefly
consider the implications of the predicted changes in —a seen in both GCMs. The goal of the 2016 Paris
Agreement of keeping global warming under 2.0 K requires an estimate of ECS to define an upper limit for
carbon emissions. Recent papers have inferred ECS (e.g., Lewis & Curry, 2014; Otto et al., 2013) using
present-day observed values of T and N and model-based estimates of F to calculate a value of —a that is
assumed to hold constant to equilibrium. This is somewhat akin to assuming that the —a in ESM2M and
CM3 for period 1 holds constant to equilibrium, an assumption that underestimates ECS by 1.4 K for both
models (Table S1). Future research to understand the physical robustness of the SST pattern, the resulting
changes in atmospheric state, and cloud properties that lead to this additional warming is therefore required
to reduce uncertainty in observationally inferred estimates of ECS.
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